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Foreword

Generative AI is a catalyst for transformative changes in every industry and across 

the globe, and in order for us to fully realize the benefits of this technology, it needs 

to be understood and managed responsibly.


To harness its benefits while effectively managing the possible risks, developers and 

downstream deployers need clear, globally consistent risk management guidance, 

standards and benchmarks, especially for novel forms of AI. This guidance must be 

comprehensive, yet flexible enough to accommodate the fast pace of AI 

development and the needs of a wide array of users. It should be based on evidence 

of what works in practice for companies of all scales, and it must support  

AI innovation. 


This Open Loop report on risk management and generative AI is a valuable input to 

the effort to collaboratively develop the next generation of AI risk management 

guidance and practices, and specifically to answering questions about how existing 

frameworks can be adapted and built upon to support the responsible deployment 

of generative AI systems. 


The program takes as its testing subject the Artificial Intelligence Risk Management 

Framework 1.0 (AI RMF) and accompanying playbook and resources created by the 

National Institute of Standards and Technology (NIST). The program is split into two 

phases, and during the first phase we gathered feedback from 40 companies 

regarding their understanding of the AI RMF, their current risk management 

practices as they relate to red-teaming and synthetic content risk management, and 

where they see opportunities for enhancing the current NIST AI RMF 1.0 in these 

areas. The report shares our findings and recommendations. Our hope is that these 

will be useful to NIST as they discharge their duties over the coming months.


This work would not be possible without our partners in Accenture, the committed 

group of AI experts and thought leaders who have helped us shape the program, and 

the participating companies who have invested significant time and energy into this 

effort, my sincere thanks to all of them.
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Foreword

At Accenture, we recognize the importance of responsible AI governance and 

the need to help ensure that the benefits of AI are realized while minimizing 

potential harm. That is why we are proud to support the National Institute of 

Standards and Technology (NIST) in their mission to provide guidance on the 

responsible use of AI.


As part of the Open Loop program, Meta and Accenture are partnering to bring 

together a wide variety of organizations and viewpoints to explore how to 

effectively govern generative AI by leveraging the NIST AI Risk Management 

Framework. This program has provided a platform for passionate advocates of 

responsible AI to share their insights and expertise, feeding into the work NIST 

is doing to develop the AI RMF and helping ensure that the development and 

use of generative AI aligns with societal values and expectations.


Closing the gap between responsible AI intention and action requires a 

commitment to move beyond frameworks and into practical plans. As we move 

forward, it is crucial that organizations embrace responsible AI governance and 

take concrete steps to implement it across their operations. We encourage 

organizations to adopt the NIST AI Risk Management Framework, establish AI 

governance structures and principles, conduct AI risk assessments, enable 

systematic responsible AI testing, and establish ongoing monitoring of AI 

systems. Together, we’re building the next generation of trusted and secure AI 

technologies so that we may continue to harness the vast potential of AI for the 

benefit of society.


We would like to express our sincere gratitude to NIST, the AI experts and 

practitioners, start-ups, and enterprises who have generously contributed their 

knowledge and time to the Open Loop program, and to Meta for convening us 

all together and for their dedication, energy, and commitment to the safe and 

responsible use of AI.
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About Open Loop

Meta’s Open Loop is a global program that connects 
policymakers and technology companies to help develop 
effective and evidence-based policies for AI and other 
emerging technologies.   

Through a structured methodology, Open Loop participants co-create policy “prototypes” and test new or existing  

AI policies, regulations, laws, or voluntary frameworks. These multi-stakeholder efforts support rulemaking 

processes and improve the quality of guidance and regulations on emerging technologies, ensuring that they are 

understandable, effective and feasible in practice.  

This report presents the findings and recommendations of the first phase of the Open Loop US program on 

Generative AI Risk Management, launched in November of 2023 in partnership with Accenture.


This work is licensed under a Creative Commons Attribution 4.0 International License.



How to cite this report? 

“Authors: Laura Galindo, Taja Naidoo, Maartje Nugteren, Ali Shah. Open Loop US program on Generative AI risk 

management: AI red teaming and synthetic content risk (2024).”
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Executive Summary 

Open Loop is a global program that connects policymakers and technology companies to help  develop effective and 

evidence-based policies around AI and other emerging technologies.  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This voluntary framework —  released in January 2023 — aims to enable organizations to better manage AI risks to 

individuals, groups and society.  

To facilitate the exploration of generative AI risk mitigation and the AI RMF more broadly, we designed this Open 

Loop in two phases. The first phase focused around two topics that are key to generative AI risk management and  

of particular interest for NIST, namely AI red-teaming and synthetic content risk mitigation. This report shares the 

results of the first phase of the program which took place from January to April 2024 and involved 40 companies. 

These companies represented a variety of industries and ranged in size from very large multinationals to medium-

sized enterprises and startups


How companies currently approach or plan AI red-teaming and/or synthetic content risk 

management efforts. 


The key challenges to efficient and successful implementation of AI red-teaming and/or 

synthetic content risk management. 


How the NIST AI RMF can be leveraged to resolve those challenges, enhance efficiencies, and 

support cross-value-chain collaboration.

Through desk research, interviews, surveys and workshops, we investigated:

The primary objective of this Open Loop Program on 
generative AI risk management is to assess the US 
National Institute of Science and Technology (NIST) AI 
Risk Management Framework (AI RMF) in practice. 



Our findings indicate that:
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Open-source tools are seen by this group as crucial for lowering the barriers such as 

implementation costs and skills needed to stand-up new risk management systems or 

techniques, and for avoiding vendor lock-in. 

Participating companies are motivated to adopt AI red-teaming and synthetic content 

transparency measures primarily to maintain customer trust, ensure regulatory 

compliance, and manage AI-related risks. These practices are seen as crucial for 

protecting brand reputation, navigating regulatory landscapes, and prioritizing  

resources effectively.

Both AI red-teaming and synthetic content transparency present several common 

challenges, particularly for small and medium-sized enterprises. Factors which exacerbate 

challenges are incomplete or unclear guidance, technical integration difficulties, resource 

constraints, and organizational and cultural barriers. These challenges form a complex web 

of interconnected issues, making them difficult to address in isolation, however with 

support these challenges are surmountable, and companies are making progress. 

Among our participants there is a strong demand for comprehensive, clear and practical 

guidance from NIST, particularly on AI red-teaming and on identifying and mitigating risks 

related to synthetic content where these companies are currently unclear on both the 

strategies and tactics required for successful management of risks in these areas and how 

activities should be prioritized. 



From these findings, we have formulated the following recommendations:
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Generative AI risk should be comprehensively identified and mapped.

3

4

Red-teaming guidelines could provide enhanced practical support.

Enterprise-level metrics enable organizations to consistently assess 

quality and success in red-teaming efforts.

Case studies and best practices on AI red-teaming are valuable.

For both red-teaming and synthetic content risk management, the key recommendation from the cohort is for 

NIST to develop a detailed taxonomy of specific generative AI risks to be addressed. NIST has taken the first 

step in addressing this need in their recent draft report, Artificial Intelligence Risk Management Framework: 

Generative Artificial Intelligence Profile.

In developing further red-teaming specific guidance, NIST should seek to support organizations in establishing 

the purpose and scope of generative AI red-teaming efforts, by providing a systems engineering framework 

for managing risk in AI systems (akin to NIST 800-160v1r1). That framework should articulate the appropriate 

use of detailed AI red teaming and scaled/automated measurement, and describe the basic steps that make 

up an assessment (similar to what is presented in NIST 800-30r1).


NIST should consider driving and supporting the setting of benchmarks by international standards 

organizations by gathering data on what the benchmarks should be for various red-teaming activities, and 

comparing and evaluating emerging benchmarks. As benchmarks are established and widely adopted, NIST 

may also be able to provide authoritative training data sets that can help organizations fine tune their systems 

or otherwise align with commonly accepted measurements.


Participants see collaboration and experience-sharing across the AI value chain as useful for fostering best 

practice and knowledge development within the AI ecosystem, and dedicated platforms or channels for 

information sharing should be explored to further encourage this activity.

1

2

https://airc.nist.gov/docs/NIST.AI.600-1.GenAI-Profile.ipd.pdf
https://airc.nist.gov/docs/NIST.AI.600-1.GenAI-Profile.ipd.pdf
https://nvlpubs.nist.gov/nistpubs/SpecialPublications/NIST.SP.800-160v1r1.pdf
https://nvlpubs.nist.gov/nistpubs/Legacy/SP/nistspecialpublication800-30r1.pdf
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Encourage the creation and provision of  open source tools and 

techniques that enable efficient AI red-teaming.

7

8

Lead on the development of interoperable risk management frameworks

Importance of guidance on definition and prioritization of  

generative AI risks.

Documentation should be standardized and specific to different 

actors in the AI value chain.  

NIST could encourage transparency regarding available tools, conducting a stocktaking exercise and 

classifying those which are currently available by capability and availability, with a view of which red-teaming 

activities a given tool would be most appropriate for.

Frameworks and guidelines which do not interoperate are a barrier to the efficient scaling of risk operations, 

especially where companies are operating in multiple US states or internationally. NISTs recent plan for 

engagement on AI Standards is very welcome, and would be further enhanced by the addition of more specific 

timelines for outputs.


NIST should seek to support organizations by creating a taxonomy of risks specific to synthetic content 

— including this within their recent (draft) report on reducing risks posed by synthetic content (NIST AI 

100-4) — or including specific sections on this within a broader risk and harm taxonomy. This could be 

supplemented by guidelines for risk prioritization, assessment, and decision-making, to help organizations 

better understand how to manage the possible risks and trade-offs related to synthetic content.


Companies would benefit from more detailed guidance on what information should be shared to enable best 

management of risks across the AI value chain and ecosystem — or even standardized forms for reporting and 

sharing risk management activities, outcomes, and incidents, where practicable.

5

6

https://airc.nist.gov/docs/NIST.AI.100-5.Global-Plan.ipd.pdf
https://airc.nist.gov/docs/NIST.AI.100-5.Global-Plan.ipd.pdf
https://airc.nist.gov/docs/NIST.AI.100-4.SyntheticContent.ipd.pdf
https://airc.nist.gov/docs/NIST.AI.100-4.SyntheticContent.ipd.pdf
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Companies are not clear on the best benchmarks and metrics to use 

for synthetic content detection, labeling or removal.

Help needed to identify best tooling options for managing synthetic 

content risks.

NIST could provide flexible guidance on detection and labeling of synthetic content, considering the evolving 

state of the art in synthetic content generation which includes a list of “recommended” metrics for measuring 

the success of mitigation activities.


NIST should invite participants from across the AI value chain to submit use cases specifically focused on 

tooling ecosystems, and provide guidance on best practices to support organizations in labeling and detecting 

synthetic content, verifying authenticity and tracking content origin.


During our analysis, another category of challenges emerged around resourcing of generative AI risk 

management efforts, specifically around workforce skilling issues and available budget. NIST could also offer 

guidance on optimizing and prioritizing risk management practices to account for any budget constraints and 

aligning efforts with specific areas where benefits compare favorably to costs. 


It may also be valuable to consider the challenges organizations may face in adopting the AI RMF, such as 

talent and skills shortages, and provide guidance on expected investments and training.


We included a discussion of these issues at the end of the main findings section as “additional considerations.” 

While perhaps out of scope for NIST, these issues are nevertheless barriers which may prevent companies 

from adopting or effectively implementing the NIST AI RMF and accompanying guidance on generative AI, 

and therefore should be acknowledged by the policy community and taken into account where possible.
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1



The policy context in the US and globally has been moving fast to keep pace with technological developments in 

generative AI and foundation models.


The US Executive Branch has demonstrated a significant investment in accelerating effective AI risk management, 

launching a set of voluntary commitments for AI in July 2023 for large model developers which created an initial  

set of principles for the safe development of generative AI foundation models. The White House issued a landmark 

Executive Order in October 2023 on “Safe, Secure, and Trustworthy Artificial Intelligence (AI).” The Executive Order 

sets a broad and ambitious agenda for the responsible development and use of AI in the US, with a focus on 

protecting citizens, promoting equitable outcomes, and ensuring the US remains a leader in AI innovation.


Beyond the US, we have also seen an intensification of activity among national, regional and multilateral institutions 

in producing both binding and non-binding guidance for generative AI:
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October 2023

March 2024 May 2024

October 2023 November 2023

Data protection authorities issued a 

resolution on Generative AI at the 

Global Privacy Assembly

The Council of Europe drafted the 

“Convention on Artificial Intelligence, 

Human Rights, Democracy and the 

Rule of Law” (AI Convention) which 

aims to protect human rights against 

the potential harms of AI.

The United Kingdom and Republic of 

Korea jointly hosted the second AI 

Safety Summit in Seoul in May 2024 

where a number of landmark 

agreements were signed including the 

“Frontier AI Safety Commitments” 

and a group of world leaders agreeing 

to set-up a global network of  

AI Safety Institutes

G7 leaders issued an International 

Code of Conduct for Organizations 

Developing Advanced AI Systems

The UK held an AI Safety Summit, 

where 28 countries issued a Joint 

Statement on AI Safety to develop 

recommendations for the 

international governance of AI

March 2024

The European Parliament approved 

the long-anticipated Artificial 

Intelligence Act.

September 2023

The Canadian Government announced 

a “Voluntary Code of Conduct on the 

Responsible Development and 

Management of Advanced Generative 

AI Systems”, which identifies 

measures that organizations are 

encouraged to apply to their 

operations relating to generative AI.

Late 2023

The UN has constituted a High-

Level Advisory Body on AI.

CONTEXT

March 2024

The United Nations General Assembly 

adopted by consensus a resolution on 

“Seizing the opportunities of safe, 

secure and trustworthy artificial 

intelligence systems for sustainable 

development”— the first-ever 

standalone resolution negotiated at 

the UN General Assembly to establish 

a global consensus.



These common threads are welcomed by industry, as divergences in approach or incompatible requirements 

between jurisdictions can impose high costs on enterprise and hamper innovation. Strategic and tactical differences 

between regulators can also thwart cooperation between international bodies, significantly undermining the 

capacity to identify and defend against cross-border risks and challenges that require mitigation and management 

across AI value chains, which are often global.


In this Open Loop program we endeavor to support the development of effective, evidence-based policy. We have 

gathered evidence on the current risk management practices of 40 companies who are developing and deploying 

generative AI to understand how the AI RMF 1.0 is supporting their efforts, and where further guidance is needed. 

With the insights in the following chapter we hope to support the development of national and international policy  

in this nascent and fast-evolving space and to help answer questions about how to best support companies on their 

risk management journey.
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These emerging guidelines and regulations are 
currently aligned around the need to focus on high-
risk uses and apply flexible, industry-informed 
approaches to AI risk management. 

CONTEXT

The definition of red-teaming 
used in this report

For the purposes of this report, we leverage the definition of AI red-teaming introduced by the White House 

Executive Order as: “A structured testing effort to find flaws and vulnerabilities in an AI system, often in a controlled 

environment and in collaboration with developers of AI. Artificial Intelligence red-teaming is most often performed 

by dedicated ‘red teams’ that adopt adversarial methods to identify flaws and vulnerabilities, such as harmful or 

discriminatory outputs from an AI system, unforeseen or undesirable system behaviors, limitations, or potential  

risks associated with the misuse of the system.”1  

Red-teaming for AI systems, and in particular for generative AI, is an evolving practice that encompasses a wide 

range of methods with varying levels of technical skills, access privileges and domain expertise required from the red-

team. Past efforts have revealed that there is no one-size-fits-all approach, and highlighted the need for embedding 

red-teaming into a wider risk management effort.  The process of red-teaming allows AI model developers and 

deployers to address flaws and vulnerabilities they find through the process.


Red-teaming can be described as a practice — 

developed in the field of cybersecurity — of 

simulating a cyber-attack on an organization to test 

its defenses and identify vulnerabilities before they 

can be exploited by attackers. There is no single 

definition of, or approach to, red-teaming.
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The definition of synthetic content 
used in this report

Other terms which are commonly used include “AI-generated content”, “media generated by AI” and "synthetic 

media”, and “AI-manipulated content” referring to the fact that AI-created images, audio and text are often built  

from “real” inputs which have been manipulated to achieve a particular effect. The wide accessibility of  tools  

which facilitate the easy creation of synthetic content could lead to negative consequences, such as detriment  

to copyrighted brands and products, the manipulation of public opinion about a person, place or thing, erosion  

of trust in institutions or disruptions of democratic processes globally.2  

While AI has been used to create “synthetic” media for several years, the use of generative AI tools has led to an 

increase in this type of media. Detection, authentication and labeling tools and techniques are being developed, 

alongside detailed frameworks and guidance such as Partnership on AI’s Synthetic Media Framework.3



Synthetic content generation is a broad 
term for the production of artificial or 
“synthetic” media artifacts by automated 
means using generative AI.

CONTEXT

About the cohort

We had 40 participating companies in the program including AI startups, AI risk and assurance companies, and 

established multinational enterprises across various industries. Individual participants represented a diverse range  

of expertise, with both senior-level decision-makers and individuals involved in operational aspects of safety, 

compliance, and technology development. Each participant brought a unique perspective on AI risk management 

and the implementation of NIST’s AI RMF. The multidisciplinary composition emphasizes the need for collaboration 

across various functions to address the multifaceted challenges of generative AI.


This chapter is split into two sections. In the first (2.1) we provide our findings relating to AI red-teaming, and in  

the second section (2.2) we set out our findings on synthetic content risk.



Findings  
& Policy 
Recommendations

2

Phase 1 of the Open Loop program employed a mixed methods approach to answering  key questions 

surrounding implementation of generative AI red-teaming and synthetic content risk practices among 

companies (Annex 1 for more details). We focused particularly on the challenges faced by our cohort, and 

opportunities for addressing these. The findings that are presented in this section have been identified 

through online survey responses, case study submissions and two deep dive in-person workshops with 

participating organizations.
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Overview

The organizations in our cohort expressed a clear 

motivation to implement AI risk management measures 

with the aim of building trust and meeting customer 

and regulator expectations. In our red-teaming 

workshop, participants emphasized their drive to 

facilitate “regulatory compliance in enforceable 

locations” and “manage brand reputation and customer 

experience.” With these motivations in mind, companies 

were focused on practical barriers presented by the 

novelty of this risk management practice. 


Where synthetic content was concerned, they similarly 

recognized the potential risks posed by misinformation, 

disinformation and toxic or inaccurate content being 

produced by AI and were eager to address these risks.


The sections below provide further detail on our 

findings, with each followed by an accompanying 

recommendation.


O

P
L
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2.1 Findings and recommendations 
on red-teaming for generative AI

2.1.1 AI risks and actors are not yet 
comprehensively mapped

As generative AI is still a nascent technology, the risks which might result from its use were not yet fully addressed  

by the group, and they reported feeling that they needed a more comprehensive mapping and categorization of 

potential risks and the conditions under which they could arise. Understanding types of risk and their potential 

vectors was seen as crucial to designing appropriate systems for managing risks.  

In addition, our expert group noted that the scope of risks to be considered is broad, and that it isn’t consistently 

made clear that when talking about risks, this should include customer and user risks, not just company risks.


International efforts to create aligned taxonomies and terminologies for traditional AI in which NIST has participated 

could provide a good basis for this type of intervention. The process and working practices established in particular 

for the EU-US Trade and Technology Council (TTC) Working Group 1 (WG1) sub-group on AI Taxonomy and 

Terminology could prove informative.  

Other instructive examples may be NIST’s own Adversarial Machine Learning: A Taxonomy and Terminology of Attacks 

and Mitigations5, the “Taxonomy of Trustworthiness for Artificial Intelligence” and the detailed risk profiles developed 

for general purpose AI systems (GPAIS) by experts at UC Berkeley's Center for Long-Term Cybersecurity (CLTC)6.  

Somewhat relatedly in their efforts to understand and articulate the foundational aspects of the generative AI 

ecosystem and value chain, the companies expressed a need for a definition of the roles and responsibilities of 

different actors across the AI development lifecycle and value chain. An AI system needs to be tested at multiple 

stages across development, deployment, and maintenance. For example, the question of whether a generative AI 

foundation model that is tested by the developer, must be tested again by downstream organizations deploying it as 

part of a customer service chatbot.


To emphasize these interconnections, one workshop participant suggested that, without clearly defined roles, the 

burden of providing the resources for red-teaming may fall disproportionately at one point or another along the value 

chain. 


We heard of similar challenges from companies specifically relating to defining risks, roles and responsibilities where 

synthetic content generation is the use case, and feel that the below recommendation would help to resolve these 

challenges for both topics  [see 2.2.1]. 




Note: NIST have embarked upon the development of this taxonomy within “NIST AI 600-1 (draft)”7 and have taken an 

important first step, however the taxonomy requires further elaboration in terms of providing technical definitions of 

terms used. International collaboration to create alignment could further enhance the impact of this work.   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https://airc.nist.gov/docs/NIST.AI.600-1.GenAI-Profile.ipd.pdf
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2.1 FINDINGS & POLICY  

RECOMMENDATIONS 

Recommendation

There was strong support for the development of a taxonomy of risks within our cohort, with participants at the 

workshop rating it a top priority for development by NIST (now partially addressed by NIST AI 600-1) . Furthermore, 

NIST should identify and define the roles of different actors in the AI value chain to support organizations in their 

strategic and tactical efforts to establish and/or scale generative AI risk management systems, ensuring that they 

focus their efforts on the areas and tasks which they must prioritized given their role in the value chain. Practical 

guidance for the application of risk taxonomies will also be essential, as not all risks will be applicable to all systems. 

Guidance to support organizations system categorization (like FIPS 199) can help organizations target their more 

detailed risk assessments. 


2.1.1

Note: In particular we hope that our suggestion on systems categorization helps to answer NISTs questions on 

whether further categorization of risks and systems is needed, and whether further detail should and could be 

provided to Section 3 of NIST AI 600-1 (draft). In general, while the table of risks and attendant mitigations is very 

helpful, companies may still struggle to define what “good” looks like in the establishment and maintenance of such 

systems and policies without more detailed descriptions. For example, in NIST AI 600-1 (draft) at GV 1.1 — 002: 

“Define and communicate organizational access to GAI through management, legal, and compliance functions.”  

Such instruction is useful, however companies would further benefit from accompanying guidance on what such  

a communication protocol should look like, how it should be maintained, contingency planning in case of staff 

turnover etc. 




2.1.1  Enterprise-level metrics enable organizations to consistently assess quality and success



2.1.2 Red-teaming guidelines could provide enhanced 
practical support

Our cohort raised a number of implementation challenges that new generative AI red-teaming 

guidance could help to address:
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There are many aspects of AI systems which can be tested via red-teaming 

efforts, to measure and help improve security, reliability and safety. Defining an 

appropriate red-teaming exercise for a system depends upon multiple factors 

such as the context of the system and its foreseen uses. Where the companies are 

facing constraints around resources, they would value guidance on when red-

teaming might be the most appropriate mitigation, and when it requires 

supplementation with other techniques.


To ensure effectiveness, clear goals are required including defining what kind of 

adversary the attack will simulate, which types of attacks the red-team will 

simulate, and which vulnerabilities the exercise(s) will seek to uncover. 


Given the breadth of possible goals, companies would value guidance from NIST 

on which risks AI red-teaming is best suited to managing in the context of 

generative AI, as well as how red-teaming should be integrated within the overall 

risk management strategy. The guidance should provide support in defining the 

purpose and scope of red-teaming exercises, encompassing structured 

techniques and the relationship to other generative AI risk management activities.


Purpose and 
scope of AI 
red-teaming 
exercises

2.1 FINDINGS & POLICY  

RECOMMENDATIONS 
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An area which received particular attention among our participants was around the 

composition and skills needed for an effective AI red-team. 


Clarity on roles, responsibilities, and necessary training for red team members to 

maintain objectivity and integrity in the red-teaming process was seen as important. 

Participants highlighted that it would be useful to have high-level guidance on the 

structure, number of individuals, and blend of skill sets, required to complete the 

red-teaming activities appropriate to their context and use cases. The specialized 

skill set required for effective AI red-teaming presents a significant challenge, with 

many companies lacking the internal expertise to build and manage in-house red-

teaming teams.


The need for a multidisciplinary approach was however expressed, with one 

participant, who represented a company that performed red-teaming for others, 

noting that; “What we often see our customers asking for is expert knowledge 

regarding the AI product and what it does, but also having the adversarial mindset 

that is required for more sophisticated attack vectors and being able to explore and 

access them. The goal is to combine these skill sets - often this is across multiple 

people.” The cohort also discussed bringing technical skills together with insights 

from social sciences, risk management and domain experts, to bridge the gap 

between technical testing and understanding the material impact on people and 

society. Selected case studies highlighting the variation in approaches to red-

teaming composition are presented in Annex 3 (ref. 1a).


Composition of 
AI red teams
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Companies expressed challenges in integrating external red-teaming and a 

desire for guidance to help address coordination challenges and ensure 

alignment with internal processes. This could include facilitating information-

sharing mechanisms to enhance collaboration with external red teams and 

defining protocols for transparent communication and integration of external 

red-teaming outcomes into the AI development lifecycle.


Choosing between internal and external red-teams presents another key tension 

for effective generative AI red-teaming. Internal teams may lack the necessary 

expertise and fresh perspectives often brought by external red-teams. 

Furthermore, building internal expertise requires investment in training and may 

take considerable time. On the other hand, participants noted that external red-

teams can be expensive, and their lack of familiarity with the specific AI system 

or use case and company context may require additional onboarding time. 

Further, in some cases, external red teams may be less experienced with 

adversarial techniques and approaches compared to more experienced internal 

red teams. When asked whether they were performing red-teaming in-house, 

outsourcing the program, or combining the two, the majority of participants 

indicated that their approach would be a combination. 


Companies were also aware of the importance of automation in scaling red-

teaming efforts and sought guidance on making them more measurable and 

reliable, and limit human exposure to toxic content.  NIST should encourage the 

use of automation technologies to scale AI safety evaluation and risk mitigation 

by providing guidelines on how automated red-teaming can complement manual 

red-teaming efforts.


External, 
internal and 
automated AI 
red-teaming 

Recommendation

In developing guidance, NIST should seek to support organizations in establishing the purpose and scope of 

generative AI red-teaming efforts, by providing a systems engineering framework for managing risk in AI systems 

(akin to NIST 800-160r1). That framework should articulate the appropriate use of detailed AI red teaming and 

scaled/automated measurement, and describe the basic steps that make up an assessment (similar to what is 

presented in NIST 800-30r1).


NIST should — developing further upon the work done in the draft “Gen AI profile” — define guidelines on red team 

composition, emphasizing the importance of independence from the safety or development team. Ideally, this should 

include recommendations for ensuring diversity in red team composition, including technical experts, domain 

specialists, and individuals with diverse backgrounds and perspectives, with consideration to organizations’ varied 

sizes and resources. It should also provide guidance on what staffing is necessary to maintain in-house as opposed to 

external support, and break down the roles necessary for system assessment, management, authorization, etc. (akin 

to “Roles and Responsibilities” described in NIST 800-137). This would ensure that their guidelines reflect the 

comprehensive suite of challenges organizations currently face in embedding robust red-teaming practices. 


2.1 FINDINGS & POLICY  

RECOMMENDATIONS 

2.1.2 

https://airc.nist.gov/docs/NIST.AI.600-1.GenAI-Profile.ipd.pdf


2.1.3  Enterprise-level metrics enable organizations to 
consistently assess quality and success

Building on the requirement for a clear scope for red-teaming activities, a key topic that was explored in the workshop 

was the value of NIST developing a detailed suite of metrics for assessing the effectiveness of red-teaming for 

generative AI systems. Many participants said a lack of defined metrics and tools was a significant barrier to 

measuring the effectiveness of red-teaming, discussing issues such as what aspects of the AI system to test, when to 

conduct testing throughout the development cycle, and how to structure the testing approach. Participants spoke 

about the degree of expertise required to establish the right metrics for each use case, describing “unknown 

unknowns”, as challenges to successful red-teaming exercises. In addition, our expert group raised that there might 

be different levels of red-teaming needed based on the product and its impact, and that testing should be context 

specific.


However, in considering the range of possible metrics that could be considered at the system level, and the 

requirement to tailor them to specific applications or use cases, participants highlighted the challenge of setting 

success metrics with an appropriate level of granularity. Metrics set at the specific risk, use case, or red-teaming 

activity level may not have the broad applicability required to support cross-industry best practices. 


The difficulty of setting a single suite of metrics was emphasized by the range of use cases submitted by our cohort. 

Whilst there are general risks related to generative AI such as the inaccuracy of outputs and the vulnerability of 

sensitive data, there is a requirement to connect metrics of this type to the possible real-world impacts. Supporting 

organizations in assessing the identified risks requires metrics which go beyond simply counting vulnerabilities and 

consider the impact on fairness, safety, and privacy. 


With regard to securing executive buy-in and building organizational awareness about AI risks, participants 

highlighted the requirement for readily available guidance on how to evaluate the success and impact of a red-

teaming program. This included which metrics to set at a program level, such as the number of vulnerabilities 

identified, the effectiveness of mitigation strategies, and the overall improvement in the safety and robustness of 

generative AI systems. 


These enterprise-level metrics are at a higher level of abstraction, and therefore could be more standardized, than use 

case level reporting. To understand how our cohort were currently thinking about assessment criteria for red-teaming 

efforts, we asked participants to consider how they would define a successful program. Two themes emerged, 

encompassing business- and people-centric outcomes.
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Business-centric outcomes   

Including meeting ethical commitments, time-efficient red-

teaming and remediation activities, mitigating reputation risk, 

minimizing risk of regulatory penalties, minimizing additional 

costs through automation, developing testing programs that can 

be rerun at regular intervals for scaled and ongoing verification, 

avoiding detrimental impacts on product release cycles, and 

increasing the rate at which clients launch AI-powered services. 

People-centric outcomes 
  
Including  building trust with consumers and stakeholders, 

increased confidence amongst users and developers, improved 

team security culture, creating awareness of red-teaming as an 

option, educating teams on realistic adverse scenarios, and 

developing the ability to share red-teaming efforts with 

customers.

2.1 FINDINGS & POLICY  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Recommendation 2.1.3 

2.1.4 

NIST could account for the need to demonstrate the value and impact of red-teaming programs by producing 

indicative enterprise-level metrics and quality standards. As part of this, NIST should consider driving and supporting 

the setting of benchmarks by international standards organizations by gathering data on what the benchmarks 

should be, and comparing and evaluating emerging benchmarks. As benchmarks are established and widely adopted, 

NIST may also be able to provide authoritative training data sets that can help organizations fine tune their systems 

or otherwise align with commonly accepted measurements.


2.1 FINDINGS & POLICY  

RECOMMENDATIONS 

2.1.3  Enterprise-level metrics enable organizations to consistently assess quality and success

In NIST AI 100-5 (“A Plan for Global Engagement on AI Standards”) the organization emphasizes the need for 

standardized protocols for red-teaming; we hope that this recommendation provides some additional direction on 

how this could be developed.  

Additionally, our expert group recommended that NIST should support efforts to communicate with and educate the 

public on red-teaming, including topics such as the difference between public harm and products not working as 

intended. This work could help to bridge the gap between business value and societal value by connecting business 

risk outcomes to real-world impacts.

2.1.4 Recommendation

To understand current implementation practices, and develop a view of best practice, NIST could solicit detailed 

case studies which give insight into how organizations are setting their approach to red-teaming in practice. It may 

be valuable to establish a central online platform for sharing resources (e.g., case studies, best practices guides) 

and fostering collaboration among stakeholders in the AI red-teaming community. This could be modeled after the 

National Cybersecurity Center of Excellence (NCCoE), which provides a space for organizations with common 

challenges to articulate requirements for solutions and illustrate opportunities for innovation. 


In discussing what support organizations need to embed scaled and effective generative AI red-teaming practices, our 

cohort highlighted the importance of openly available case studies showcasing effective implementation across 

market demographics. Participants expressed a desire for a place to share “best practices, experience, or misuse 

scenarios” and “anonymous reporting and tracking of risks…and vulnerabilities.” Annex 3 (ref. 1b) provides an example 

of an end-to-end red-teaming process implemented by a contributor representing an AI governance company. 


2.1.4  Case studies and best practices on AI red-
teaming are valuable
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https://airc.nist.gov/docs/NIST.AI.100-5.Global-Plan.ipd.pdf
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In assessing the tools available for performing generative AI red-teaming, the strongest theme that emerged from 

the workshops was the opacity of the market. It is not currently very clear what is available (particularly open-source 

tools), what capabilities these tools have, and which are required for a given application. A lack of confidence in the 

available tools was a consistent theme, with another participant noting that “even if you want to implement basic 

transparency tools, there is often a struggle with compatibility with existing systems.  Sometimes we’re not sure if 

tools are really trusted tools or something else”. 


A number of workshop participants described using a blended tooling approach, with one noting that “we’ve found a 

lot of excel spreadsheets throughout the industry. We’ve tried using automated tooling. One client is adding a chrome 

extension to log what red teams are doing. There are a lot of homegrown solutions. One tool used for logging 

interactions would be useful.” This reflects one of the main issues raised by our expert group, who noted that a 

significant challenge of generative AI is that it is impossible to exhaustively identify all failure points of a giant model, 

and therefore red-teaming should not be thought of as a single exercise.


The role of NIST in driving the adoption of specific tools for generative AI red-teaming was a key discussion point. 

Some participants questioned the feasibility of this task for a single institution, considering the diverse organizational 

requirements. Others expressed concern that NIST's influence might unintentionally limit tooling options. This could 

prematurely impact the market for tools in this early phase of development, and the participating organization noted 

that, “we don’t want monopoly control, and small companies might not have resources to use some tools”.


Participants evaluated encouraging the development of open source tools as a future option for the field, with the 

advantages of reducing the likelihood of a monopoly and enabling smaller organizations to access best practice tools.


2.1.5  There is demand for open source tools and 
techniques that enable efficient AI red-teaming

Recommendation

NIST should encourage transparency regarding available tools, conducting a stocktaking exercise and 

classifying those which are currently available by capability and availability, with a view of which red-teaming 

activities a given tool would be appropriate for. This could support organizations in selecting tools, without 

exerting undue influence over tool development. Guidance already suggested in this document for 

benchmarking, evaluation, and formalized risk assessment processes would also encourage further 

standardization of acceptable practice in the ecosystem; likely facilitating more comparability between open 

tools and a more competitive, informed marketplace for their use. 
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Our cohort felt that guidelines should be interoperable and flexible given the fast pace of change in the AI space. 

There has been increased regulatory emphasis on the role of red-teaming in AI risk management. For example,  

the EU AI Act requires providers of general purpose AI models with systemic risk to conduct and document 

adversarial testing of models8, the UK government identifies red-teaming as an emerging process for frontier AI 

safety9, and the Hiroshima Process International Guiding Principles and Code of Conduct highlight the need for AI 

developers and deployers to include red-teaming exercises in their risk management programs.10 


While red-teaming is featured in the NIST AI RMF Playbook11, it is only mentioned as a means of testing a system’s 

security and resilience in a traditional cybersecurity context. NIST has already however gone some way to addressing 

this within their (draft) “Artificial Intelligence Risk Management Framework: Generative Artificial Intelligence Profile” 

where red-teaming is described and mapped to potential risks which it can be effective in mitigating.


To add to this, we learned from the program companies that effective guidance would need to take in the 

requirements and recommendations from the broader landscape and build on these to facilitate an interoperable 

approach, encouraging organizations to pursue a wide panel of goals, such as testing the model’s robustness and 

reliability, and its potential to issue toxic or biased content.12

We welcome the recently published (draft) “[A] Plan for Global Engagement on AI Standards” and encourage 

NIST to provide more detail on their anticipated timeline for the development of international consensus 

standards through the outlined “high priority implementation actions specific to the U.S. government”. While 

this may be challenging as there are many factors to consider, many of which are outside of NISTs control, 

even an indicative timeline (specifying the minimum time they expect will be required) will be useful to industry 

in terms of informing product development roadmaps and investment decisions relating to long-term projects 

and investments.

2.1.6  Frameworks and guidelines which do not 
interoperate are a barrier

Recommendation

NIST should continue to leverage existing guidance and definitions provided by multilateral organizations (e.g. 

the OECD) to facilitate harmonization of guidance across jurisdictions as they have begun with their work on 

crosswalks, and develop a roadmap for global engagement to promote AI technical standards, ensuring that 

NIST's guidance is informed by relevant technical standards and investing in mechanisms for coordination with 

international peers. 
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Additional consideration:  
The cost of AI red-teaming programs and 
resource limitations 

The fast-paced, resource-constrained environment of startups and small and medium-sized enterprises (SMEs) may 

present unique challenges in implementing structured AI red-teaming practices. Startups and SMEs may lack the 

dedicated personnel and budget resources to conduct comprehensive red-teaming exercises. One workshop 

participant noted “There are never enough resources for things like red-teaming and other security efforts. Cost is 

also important - if you tell a CEO we need to form a red team that will cost USD “X” and will last forever, that will get 

shut down.  We need to find a way to be budget neutral.” Other participants also raised the question of cost, 

highlighting that it could be valuable to have greater transparency around the scale of costs for different types of red-

teaming activities. 


Participants frequently cited budget limitations as a major hurdle. Insufficient funds restrict a company's ability to 

invest in several crucial aspects of AI red-teaming. These limitations include hiring skilled red-teaming professionals 

with expertise in AI security and adversarial techniques, and the acquisition of necessary red-teaming tools, 

platforms, and infrastructure, potentially hindering the efficiency and effectiveness of testing efforts. Limited 

budgets may also restrict the scope and frequency of red-teaming exercises, leading to potentially incomplete risk 

assessments or unacceptable time gaps in such assessments. A participant in the workshops suggested that, to 

address this, there might be a special program for startups under a certain business value or which meet certain 

conditions such as not having an angel investor.
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OPPORTUNITY

NIST cannot impact the budget or investment capacity of an organization, but in order to 

achieve widespread adoption of effective red-teaming, NIST could encourage collaborative 

models, resource-sharing mechanisms, and the use of open source tools to facilitate 

consistent red-teaming implementation and help address skill and budget constraints. 

Participants and our expert group highlighted that it may be necessary to produce specific 

recommendations for different groups such as those starting from scratch versus those with 

established practices, and startups / SMEs vs large organizations, to address their unique 

challenges and resource constraints. Profiles of risk assessment frameworks for SMBs, like 

NIST has created for the Cybersecurity RMF and the CSF, will be very helpful in supporting 

the breadth of organizations we expect to adopt GenAI tools.
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2.2 Findings and recommendations  
on Synthetic Content Risk

Here we present our main findings on synthetic content risk management.  We have 
followed the same structure as above with each of the main findings followed by a 
recommendation for NIST.

As with red-teaming, the companies were seeking support in defining synthetic content risks, and the roles and 

responsibilities of different actors in the value chain [see 2.1.1].


Throughout the workshops, participants highlighted the lack of complete or clear guidance regarding which risks to 

target and how to define an acceptable level of risk as one of the challenges to developing effective policies, risk 

assessments and procedures. Beyond the requirement for a taxonomy of risks, there was also a call for guidance on 

risk prioritization, particularly where trade-offs are required in designing mitigation strategies. NIST has substantively 

met the need for this guidance in their recently published draft guidance: “Artificial Intelligence Risk Management 

Framework: Generative Artificial Intelligence Profile”. However, below we articulate within our recommendations how 

NIST may build on this strong foundation to even more comprehensively meet this need. 


Uniquely in the conversations on synthetic content risk there was the concern around possible trade-offs required 

when working towards transparency or direct disclosure of synthetic content as a goal. For example, one of the 

companies in the cohort spoke of balancing transparency and data protection — they were concerned that in their 

efforts to be fully transparent about the provenance of a piece of synthetic content that they may inadvertently 

reveal data about the publisher, such as location or other personal or sensitive data. Similarly, there is tension 

between making generative AI models more publicly available so that groups are able to assess the outputs, and 

limiting access to deter model misuse.


Recognizing that not all synthetic content poses the same risks, participants noted that their companies were already 

conducting risk assessments to prioritize resources and tailor mitigation strategies. Annex 3 (ref. 2a) introduces a 

case study on generative AI in the aviation industry which gives an insight into the spectrum of risks under 

consideration, including safety, security, operational effectiveness, legal compliance, and the industry's reputation. 

The case study also highlights the role of content labeling and authentication in supporting informed decision-making 

and reducing the risk of misinterpretation or misuse.
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2.2.1  Importance of guidance on definition and 
prioritization of synthetic content risks. 
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Recommendation

NIST should seek to support organizations by creating a taxonomy of risks specific to synthetic content, or including 

specific sections on this within a broader risk and harm taxonomy. This could be supplemented by guidelines for risk 

prioritization, assessment, and decision-making, to help organizations better understand how to manage the 

possible risks and trade-offs related to synthetic content.  

Also, by adopting a risk-based approach and focusing on scenarios where confusion about content origin poses 

significant harm, organizations can better address the challenges of synthetic content. By distinguishing between 

content that is realistic enough to mislead users and content that is obviously fictional, NIST can tailor risk mitigation 

strategies to address specific challenges effectively.



2.2.1

2.2 FINDINGS & POLICY  

RECOMMENDATIONS 

2.2.1  Importance of guidance on definition and prioritization of synthetic content risks. 

Note: We acknowledge the work that NIST has done to provide this risk taxonomy within the “Artificial Intelligence 

Risk Management Framework: Generative Artificial Intelligence Profile”, and accompanying mitigations. However, no 

such corresponding list has been provided within “Reducing Risks Posed by Synthetic Content An Overview of 

Technical Approaches to Digital Content Transparency”, and we recommend that NIST directly reproduce, using the 

same language, those risks identified within the list of twelve given in the “Gen AI Profile'' paper (i.e. Human-AI 

Configuration, Information Integrity) in the Synthetic Content guidance, so that it is clear and explicit to companies 

how these pieces of guidance intersect and reinforce one another. This should also support companies prioritize 

foundational tasks for AI risk management. 




Another challenge participants indicated was that of the responsibilities of each company within the AI value chain, 

and collaboration between AI actors towards achieving transparency and disclosure (labeling) goals. 


The focus of the discussion was on the need for clearly defined documentation standards across the chain, with 

particular emphasis on strong collaboration around transparency goals between upstream and downstream AI 

actors. Our expert group advised NIST to create more clarity around roles and responsibilities, considering 

accessibility of various disclosure methods, accountability mechanisms and responsibilities for stakeholders along 

the AI value chain.


Participants noted that “having clear expectations for others in the AI chain would help us to determine what level of 

trust we could put into third party services,” and “addition of service-level agreement and data contracts can be 

valuable to provide technical definition on the implementation of these transparent data exchange systems which can 

be fed by synthetic content.” While some participants noted that open source models with available model weights 

allows AI actors to better empower downstream developers to take control on the transparency efforts, others 

declared these were a “very low priority in a startup - we trust that vendors of generative AI products will have taken 

care of this upstream”. 
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2.2.2 Documentation should be specific to different actors

2.2 FINDINGS & POLICY  

RECOMMENDATIONS 

Recommendation

NIST could develop a suite of template risk assessments and specific documentation types for different actors in 

the AI value chain. Also setting expectations on information sharing between actors across the AI value chain would 

foster transparent collaboration, as noted by participants to our workshop.
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2.2.2

Note: We welcome the inclusion of risk documentation and techniques by NIST in the (currently draft) “Artificial 

Intelligence Risk Management Framework: Generative Artificial Intelligence Profile”. We would encourage NIST to build 

upon this to further specify appropriate or standardized AI actor-specific documentation formats, so that incidents 

can be analyzed at an appropriate level depending upon the role of the actor in the value chain, and future incidents 

better mitigated against. 
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One of the challenges raised was that of measuring effectiveness of implemented methods, with regards to the 

transparency goals and requirements, with participants noting, for example, that “Benchmarks such as clear KPI's 

would be useful.” In particular, participants highlighted the need for clear benchmarks to evaluate both robustness of 

methods and post-implementation effectiveness.  Participants also noted that guidance on how to use the metrics 

would be helpful, “as well as who should be seeing the metrics,” highlighting the challenge that even with the 

appropriate metrics identified, interpreting them and using them to guide decision-making processes also requires 

new guidance.


With regard to metrics, NIST could explore establishing thresholds and risk levels for various content categories to 

support consistent approaches across organizations. However, participants again highlighted the need for 

contextualizing guidance to industries, sectors, geographies and organization sizes, noting that “metrics can be 

useful if they are also considering geography, size and industry segment factors,” and “useful but also usually at 

industry level”. Furthermore, NIST could consider accompanying the guidance on metrics  and thresholds with 

supporting documentation on how to use these and who should be involved in the review process. 


2.2.3 Companies are not clear on the best benchmarks  
and metrics to use

Recommendation

NIST could provide flexible guidance on detection and labeling of synthetic content, considering the evolving state of 

the art in synthetic content generation which includes a list of “recommended” metrics for measuring the success of 

mitigation activities. 


NIST should also leverage the existing framework and guidelines produced by “Partnership on AI” (PAI) in their 

Synthetic Media Framework. This could help organizations along the AI value chain mitigate risks posed by synthetic 

content by considering the applications and limitations of technical approaches for disclosure, such as watermarking, 

cryptographic metadata, and fingerprinting, and promoting further research in this area. In addition, NIST could 

clarify the utility of using direct or indirect disclosure methods at the foundation model level or at the fine-tuned 

application level.


2.2 FINDINGS & POLICY  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Participants in our cohort discussed a range of possible tooling for labeling, detecting and authenticating synthetic 

content, and establishing content provenance, however it is clear that there is limited consensus on which 

technologies, tools or tool stacks constitute best practice or offer the most reliable results. Annex 3 (ref. 2b) 

introduces five use cases submitted by our contributors to highlight the range of tools and combinations of tools 

being used to give a degree of transparency. The scope of technologies considered included watermarking,  

metadata tagging, blockchain-based solutions, visual indicators and textual disclaimers.

2.2.4 Help needed to identify best tooling options for 
managing synthetic content risks

Recommendation

NIST should invite companies from across the AI ecosystem to submit use cases specifically focused on risk 

management tooling, and provide guidance on best practices to support organizations in labeling and detecting 

synthetic content, verifying authenticity and tracking content origin. 


2.2 FINDINGS & POLICY  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Note: We welcome the provision of such a list in the (currently draft) guidance from NIST on “Reducing Risks Posed by 

Synthetic Content: An Overview of Technical Approaches to Digital Content Transparency” and would encourage NIST 

to even further elaborate upon this list by drafting companion playbook guidance which indicates to small companies 

with limited resources how they may conduct a risk assessment for synthetic content and mitigate for these risks in a 

step-by-step manner with illustrative examples.
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OPPORTUNITY

NIST can help organizations address cost as a barrier by providing free training materials on 

synthetic content risk methods. Participants to the workshops highlighted that “NIST support on 

putting this at the forefront is key.”

In this chapter we have outlined the findings from 

Phase 1 of our research and have also included some 

corresponding recommendations.

The field of synthetic content risk is continuously evolving, with new techniques being developed at a fast pace, and 

companies sometimes struggle to keep their workforce and AI practices up to date. 


Most of the companies on our program were only in the initial stages of understanding the various methods and 

techniques available for the detection and authentication of synthetic digital content. With methods such as labeling, 

watermarking and fingerprinting only now coming to the fore, organizations are looking to upskill towards the 

implementation of risk management measures within their products. One participant at the workshops expressed 

concern around the ability of his colleagues to learn and implement these new techniques — “[A] key topic in terms of 

what kinds of skills are most needed - do these need to be internalized to organizations?”


The location in the value chain, or organization size can also be elements linked to limited technical capabilities or 

resources on these specific topics. 


Participants on the Open Loop program saw the opportunity to support upskilling of the workforce through free 

online courses —  “promote free coursework on the topics so large teams and even small organizations have an equal 

playing field of learning the skills”.


Additional consideration:  
Provide free training materials or provide guidance 
around expected investments in training on synthetic 
content risk management

2.2 FINDINGS & POLICY  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Conclusion and

Next Steps:

Phase 2 of the  
Open Loop US Program

3

This report marks the culmination of the first phase of the Open Loop US Generative AI Risk 

Management Policy Prototyping Program, providing a comprehensive stocktaking and analysis of 

emerging practices related to AI red-teaming and synthetic content risk management in the context of 

generative AI. Our findings underscore the importance of clear, practical, and future-proof guidance 

from NIST, highlighting the need for a detailed taxonomy of risks,  

tooling, and success metrics. The recommendations outlined in this report aim  

to address these needs, providing NIST with a roadmap to enhance the clarity, effectiveness, and 

accessibility of their upcoming guidelines on these areas.


As we transition into the second phase of the program, we will build upon the insights gained from this 

initial phase. The focus will shift towards understanding how companies might adopt and use the NIST AI 

RMF for generative AI risk management, and where there are opportunities for expanding the current 

provisions within the framework. In this work, we will take into account the activities already undertaken 

by NIST within their “Generative Artificial Intelligence Profile” (NIST AI 600-1 ) to provide supplementary 

and generative AI specific measures to the framework subcategories.13


We will delve into company practices and journeys, evaluate the AI RMF against policy prototyping 

criteria, identify challenges, generate recommendations for future AI RMF iterations, and examine the 

awareness and usability of NIST resources. This iterative approach will ensure that the lessons learned 

from Phase 1 inform the testing of the NIST AI RMF in Phase 2, providing a robust foundation for policy 

development and enhancing the effectiveness of the NIST AI RMF. We look forward to continuing this 

important work and contributing to the development of effective and evidence-based policies for 

generative AI risk management.
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Deep dive workshops


We conducted two interactive online workshops focused on AI red-teaming and synthetic content risk, 

featuring expert presentations, group discussions, and case study sharing. This fostered deep exploration of 

current practices and challenges, facilitated by expert insights and peer-to-peer learning, capturing insights 

not readily captured through surveys.

Phase 1 was guided by the 
following key overarching 
research questions:

f Question 1: What are the current practices and 

approaches organizations are using for red-teaming 

and synthetic content risk management for 

generative AIO

f Question 2: What are the key challenges and best 

practices organizations are encountering in 

implementing red-teaming and synthetic content risk 

management for generative AIO

f Question 3: How are organizations utilizing the NIST 

AI RMF to guide their red-teaming and synthetic 

content risk practices for generative AI, and what are 

the perceived opportunities for improvement of the 

AI RMF in this context?

The Open Loop US program comprises two phases:

Annex - Methodology for Phase 1

First phase JANUARY 2024 

TO MARCH 2024 Second phase MAY 2024 TO 

JULY 2024

The first phase of the program comprises 

the exploration of two deep dive topics 

focused on AI red-teaming and synthetic 

content risk 

The second phase involves gathering 

feedback from participating companies on 

the implementation and effectiveness of 

the AI RMF in managing risks associated 

with generative AI

The results of phase 1 offer valuable insights into the current state of red-teaming and synthetic content risk for 

generative AI, highlighting challenges and opportunities for improvement. While acknowledging limitations, these 

findings lay the groundwork for future research, policy development, and the continued advancement of effective 

risk management practices in the rapidly evolving domain of generative AI.

Phase 1
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A mix-method research methodology was employed, incorporating a combination of qualitative and quantitative 

methods. We collected data from different sources: desk research, interviews, surveys, case studies, and two  

Deep Dive online workshops. This mixed-method approach allowed us to triangulate the data and address the 

research questions for Phase 1 from various perspectives:

Annex - Methodology for Phase 1
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Qualitative and Quantitative Methods

Intake Discussions


Individual discussions with participating companies to understand their generative AI 

adoption, AI risk management practices, and specific interests and practices in AI red-teaming 

and managing synthetic content risk.

Deep dive workshops


We conducted two interactive online workshops focused on AI red-teaming and synthetic 

content risk, featuring expert presentations, group discussions, and case study sharing. This 

fostered deep exploration of current practices and challenges, facilitated by expert insights and 

peer-to-peer learning, capturing insights not readily captured through surveys.

Surveys


Participants joining the program were asked about the sector in which they operate, their levels 

of familiarity with the NIST AI RMF, and other questions. The first phase of the program 

encompassed additionally, a short online survey aimed at assessing generative AI adoption, red-

teaming/synthetic content usage/practices, and drivers/barriers to adoption across a broad 

range of organizations. This provided initial quantitative data on prevalence and trends.

Case studies


Participating companies were asked to provide detailed case studies, outlining their motivations for 

implementing red-teaming/synthetic content risk, specific practices employed, challenges 

encountered, lessons learned, and recommendations. Case studies offered in-depth understanding 

of specific implementation experiences and challenges, unveiling nuances beyond broad surveys. 

Five companies provided case studies with relevant experiences, providing detailed insights into 

motivations, specific practices, challenges, lessons learned, and recommendations related to red-

teaming, and six contributed case studies on synthetic content risk management.



Limitations and Considerations


The mixed-methods approach proposed for this study is well-suited to address the research questions and 

objectives. However, the limitations of the methodology should be carefully considered when interpreting the 

findings of this report.



These limitations necessitate careful interpretation of findings. Triangulation of data from multiple sources and 

methods mitigates potential biases. While not generalizable to the entire population, the research provides valuable 

insights and trends within the participating organizations. Future research can expand the scope and address 

emerging practices.
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Reliance on self-reported 

information introduces 

potential bias, requiring 

cautious interpretation.


While representative of 

diverse industries, the 

sample size may not 

capture all industry 

nuances or emerging 

practices.



The research captured a 

specific point in time (from 

February 2024 to March 

2024), and practices may 

evolve over time.


Self-reported data Limited sample size Temporal scope

ANNEX
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